Semester III

Information Technology


COMPUTER BASED NUMERICAL AND STATISTICAL TECHNIQUES
(BT- 323)

Unit-I

Introduction: Numbers and their accuracy, Computer Arithmetic, Mathematical preliminaries, Errors and their Computation, General error formula, Error in a series approximation, Solution of Algebraic and Transcendental Equation: Bisection Method, Iteration method, Method of false position, Newton-Raphson method, Methods of finding complex roots, Muller’s method, Rate of convergence of Iterative methods, Polynomial Equations.

Unit-II

Interpolation: Finite Differences, Difference tables Polynomial Interpolation:  Newton’s forward and backward formula Central Difference Formulae: Gauss forward and backward formula, Stirling’s, Bessel’s, Everett’s formula. Interpolation with unequal intervals: Langrange’s Interpolation, Newton Divided difference formula, Hermite’s Interpolation.

Unit-III

Numerical Integration and Differentiation: Introduction, Numerical differentiation Numerical Integration: Trapezoidal rule, Simpson’s 1/3 and 3/8 rule, Boole’s rule, Waddle’s rule.

Unit-IV

Solution of differential Equations: Picard’s Method, Euler’s Method, Taylor’s Method, Runge-Kutta Methods, Predictor Corrector Methods, Automatic Error Monitoring and Stability of solution.

Unit-V

Statistical Computation: Frequency chart, Curve fitting by method of least squares, fitting of straight lines, polynomials, exponential curves etc, Data fitting with Cubic splines, Regression Analysis, Linear and Non linear Regression, Multiple regression, Statistical Quality Control methods.

Network Analysis and Synthesis

(BT-324)

Unit – I 

Graph Theory : Graph of a Network, definitions, tree, co tree , link, basic loop and  basic cut set,   Incidence matrix,  cut set matrix, Tie set matrix Duality, Loop and Node methods of analysis.


Unit – II 
Network Theorems (Applications to ac networks) : Super-position theorem, Thevenin’s theorem, Norton’s theorem, maximum power transfer theorem, Reciprocity theorem. Millman’s theorem, compensation theorem, Tellegen’s theorem.
Unit – III 

Network Functions : Concept of Complex frequency , Transform Impedances Network functions of one port and two port networks, concept of poles and zeros, properties of driving point and transfer functions, time  response and stability from pole zero plot, frequency response and Bode plots.






Unit – IV 

Two Port Networks : Characterization of LTI two port networks ZY, ABCD and h parameters, reciprocity and symmetry. Inter-relationships between the parameters, inter-connections of two port networks, Ladder and  Lattice networks. T & ∏ Representation. 




Unit – V 

Network Synthesis : Positive real function; definition and properties; properties of LC, RC and RL driving point functions, synthesis of LC, RC and RL  driving point immittance functions using Foster and Cauer first and second forms.Filters : Image parameters and characteristics impedance, passive and active filter fundamentals, low pass, high pass, band pass, band elimination filters.


Data Structures using ‘C’

(BT-325)

Unit - I

Introduction: Basic Terminology, Elementary Data Organization, Structure operations, Algorithm Complexity and Time-Space trade-off Arrays: Array Definition, Representation and Analysis, Single and Multidimensional Arrays, address calculation, application of arrays, Character String in C, Character string operation, Array as Parameters, Ordered List, Sparse Matrices and Vectors.Stacks: Array Representation and Implementation of stack, Operations on Stacks: Push & Pop, Array Representation of Stack, Linked Representation of Stack, Operations Associated with Stacks, Application of stack: Conversion of Infix to Prefix and Postfix Expressions, Evaluation of postfix expression using stack.

Recursion: Recursive definition and processes, recursion in C, example of recursion, Tower of Hanoi Problem, simulating recursion, Backtracking, recursive algorithms, principles of recursion, tail recursion, removal of recursion.

Unit- II

Queues: Array and linked representation and implementation of queues, Operations on Queue: Create, Add, Delete, Full and Empty, Circular queues, D-queues and Priority Queues.Linked list: Representation and Implementation of Singly Linked Lists, Two-way Header List, Traversing and Searching of Linked List, Overflow and Underflow, Insertion and deletion to/from Linked Lists, Insertion and deletion Algorithms, Doubly linked list, Linked List in Array, Polynomial representation and addition, Generalized linked list, Garbage Collection and Compaction.

Unit – III

Trees: Basic terminology, Binary Trees, Binary tree representation, algebraic Expressions, Complete Binary Tree, Extended Binary Trees, Array and Linked Representation of Binary trees, Traversing Binary trees, Threaded Binary trees, Traversing Threaded Binary trees, Huffman algorithm.Searching and Hashing: Sequential search, binary search, comparison and analysis, Hash Table, Hash Functions, Collision Resolution Strategies, Hash Table Implementation.

Unit– IV

Sorting: Insertion Sort, Bubble Sorting, Quick Sort, Two Way Merge Sort, Heap Sort, Sorting on Different Keys, Practical consideration for Internal Sorting.

Binary Search Trees: Binary Search Tree (BST), Insertion and Deletion in BST, Complexity of Search Algorithm, Path Length, AVL Trees, B-trees.

Unit - V

Graphs: Terminology & Representations, Graphs & Multi-graphs, Directed Graphs, Sequential   Representations of Graphs, Adjacency Matrices, Traversal, Connected Component and Spanning Trees, Minimum Cost Spanning Trees.

File Structures: Physical Storage Media File Organization, Organization of records into Blocks, Sequential Files, Indexing and Hashing, Primary indices, Secondary indices, B+ Tree index Files, B Tree index Files, Indexing and Hashing Comparisons.

DISCRETE STRUCTURES

(BT-326)

Unit-I

Set Theory: Definition of sets, countable and uncountable sets, Venn Diagrams, proofs of some general identities on sets

Relation: Definition, types of relation, composition of relations, Pictorial representation of relation, equivalence relation, partial ordering relation.

Function: Definition, type of functions, one to one, into and onto function, inverse function, composition of functions, recursively defined functions.

Theorem proving Techniques: mathematical induction (simple and strong), pigeonhole principle, prove by contradiction.

Unit-II

Algebraic Structures: Definition, Properties, types: Semi Groups, Monoid, Groups, Abelian group, properties of groups, Subgroup, cyclic groups, Cossets, factor group, Permutation groups, Normal subgroup, Homomorphism and isomorphism of Groups, example and standard results, Rings and Fields: definition and standard results.

Unit-III

Posets, Hasse Diagram and Lattices: Introduction, ordered set, Hasse diagram of partially, ordered set, isomorphic ordered set, well ordered set, properties of Lattices, bounded I and complemented lattices. Boolean Algebra: Basic definitions, sum of products and product of sums, form in Boolean Algebra, Logic gates and Karnaugh maps.Tree: Definition, Rooted tree, properties of trees, binary search tree, tree traversal.
Unit-IV
Propositional Logic: Proposition, First order logic, Basic logical operation, truth tables, tautologies, Contradictions, Algebra of Proposition, logical implications, logical equivalence, predicates, Universal and existential quantifiers.

Unit-V

Combinatorics & Graphs: Recurrence Relation, Generating function., Simple graph, multi graph, graph terminology, representation of graphs, Bipartite, Regular, Planar and connected graphs, connected components in a graph, Euler graphs, Hamiltonian path and circuits, Graph coloring, chromatic number, isomorphism and Homomorphism of graphs.

Switching Theory

(BT-327)

Unit-I

Introduction : Characteristics of digital system, Types of Digital circuits, Number system: Direct conversion between bases Negative numbers & BCD and their arithmetic’s, Boolean Algebra, Minimization of Boolean Functions :Map & Tabular method upto 6 variable and multiple output circuits Error detecting & correcting codes, Hamming & cyclic codes.    

Unit-II  

Combinational Logic Circuits : Design Procedure, Adders, subtractors & code conversion, Multiplexers/ Demultiplexers, encoder / decoders, decimal adders & amplitude comparators, ROM as decoder, PLA & PAL.







Unit-III  

Sequential Logic Circuits; Flip –Flops and their conversions, Analysis and synthesis of synchronous sequential circuit, excitation table, state table & state diagram. Design of synchronous counters, shift registers and their applications.Algorithm State Machine: ASM chart, Timing considerations, Control Implementation Design with Multiplexers, PLA control, Asynchronous Sequential Circuits: Analysis Procedure Reduction of state & flow table, Race free state assignment. 








Unit-IV  

Logic Families: Diode, BJT & MOS as a switching element concept of transfer characteristics, Input characteristics and output characteristics of logic gates, Fan-in, Fan-out, Noise margin, circuit concept and comparison of various logic families: TTL, IIL, ECL, NMOS, CMOS Tri-state logic, open collector output, Interfacing between logic families, packing density, power consumption & gate delay. 




  

Unit-V 

Hazard and Fault Detection, Static and dynamic Hazard : Gate delay, Generation of spikes, Determination of hazard in combinational circuits, Fault detection methods: Fault Table & Path sensitizing methods. 





Unit-VI  

Memories: Sequential, Random Access, NMOS & CMOS Static and Dynamic Memory elements, one and multi-dimensional selection arrangement, Read-only memories, Formation of memory banks. 
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